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Abstract

Mobile learning introduces the idea of learning from virtually anywhere, regardless of the in-motion learner. Mobile learning can provide access to different kinds of learning materials, promote communication between learners and foster collaborative learning. Although it is still a very young concept, many people will use it in the following years and learning using a mobile device will increasingly blend into our everyday lives.

In this thesis is described the design and construction of a mobile learning system capable of delivering multimedia contents to the learner. This system is called CiVUS (Content-independent Versatile Ubiquitous System). This solution promotes communication between learners and their teachers by encouraging learners to share self-made multimedia contents.

A background study was made to evaluate the impact that mobile technologies can have now and in the future, in a learning perspective. Advantages and drawbacks will be addressed and examples of similar applications will be mentioned. The research made provides a good know-how starting point for investigators interested in this subject. The reader of this dissertation will obtain a good notion of what mobile learning is and what it represents for the future of learning. Also, it is expected that the reader perceives the benefits that the CiVUS system introduces and recognizes the purpose of building such a system.
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Chapter 1

Introduction

Modern societies recognize education as one of its most important aspects. Researchers should continuously look for new and better ways so that an increasingly amount of people have means to access information.

To pursue the idea of an increasingly educated society, a ‘learning society’, a look beyond formal educational environments had to be taken. Mixing education with technologies and using them to train people was an idea that resulted from this line of thought. Thence emerged the ‘distance education’ and the ‘anytime–anywhere learning’ paradigms.

Distance education is an education model in which professor and students do not have to share the same physical space. The transmission of educational contents is assured by information and communication technologies. Two examples of this system are tele-school and teaching supported by mail and phone. Nowadays, this system is almost obsolete but the main asset it introduced was the asynchronous access to information.

Due to the rapidly growing Internet, a “blended learning” started to evolve from distance education. This kind of education combined on-campus and distance approaches. It usually involved a teacher interacting with students (either on-campus or using technology) together with a resource base of content materials and learning activities. When these content materials and learning activities began to be provided exclusively by technological tools, the term *e-learning* appeared. It is difficult to explain the meaning of e-learning because it does not have a clear and consensual definition. It is a combination of the e (electronic) and learning, always directed by pedagogy. It is the use of technological tools for the purpose of education. It may be available offline (non-networked), on CD-ROMs or DVDs or over networks such as the Internet.
Usually it includes digital resources and computer-interfaced communications as tools for learning [1] [2]. With the focus on people who left school too early, on those who want to learn but cannot find time to go to school or even those who have a need or curiosity, e-learning provides a more effective learning experience. E-learning provides an interactive immersion with constant interaction, in contrast to large lectures’ visual monotony, in contrast to listening to tiresome speeches or to reading soporific textbooks [3]. E-learning enables an interpersonal interaction with the convenience and flexibility of not being bounded to a specific day or time to physically attend classes. Knowledge can then be shared without political, economic or physical boundaries. Information can be made available to anyone resulting in a more effective instruction compared to traditional forms of education. Statistical analysis of study results confirms that learners believe that the download of learning contents results in a more effective learning experience than with their textbooks or their own notes. Studies also indicate that learners are more receptive to this approach than to traditional tuition methods [4].

E-learning is usually associated with the Sharable Content Object Reference Model (SCORM). This collection of standards and specifications consists in a set of rules that guarantee interaction, accessibility and content reutilization to create and develop e-learning. Its goal is to define communications between the client side that receives the learning contents and the server side that provides them. The server side system is commonly supported by a Learning Management System (LMS).

Commonly, two technological systems support e-learning, Course Management Systems (CMSs) and LMSs. Although there are a considerable number of resemblances between the two - possibility of subscribing courses, communication with learners, performance monitoring and delivery of learning contents - they were conceived for very distinct purposes. The specifications of these systems will be described in the related work chapter.

Returning to digital content materials and learning activities, what if learners could access them at any time, anywhere they would like? Without being bounded by physical location, the learner would be able to access these materials and activities at the most suitable time of day. Mobile learning (m-Learning) decreases the limitation of learning location. Mobile learning happens when there is any sort of knowledge acquired by the learner who takes advantage of mobile technologies and is
1.1 Problem statement

M-learning is an ideal solution for those who do not have permanent access to a desktop computer, who are usually in transit and have a need or a desire to learn. For people who left school too early, for those who have jobs and cannot afford to stop working or even those that need to attend the company’s latest training program, it would be important to have a tool that would enable them to learn at any time of day, regardless of their location.

There are many mobile applications that target a particular area. If there is an application with visual contents to teach young kids mathematics and there is another with audio contents to teach someone a new language, why not try to reunite them and make one versatile application with capabilities to show both types of contents?

The research work behind this thesis focused on finding such a solution.
1.2 Contributions

The biggest contribution from this dissertation is the extensive research made about mobile learning and its related areas, which provides a very good research starting point for investigators that are starting to study one of these subjects.

Another contribution that results from this work is the construction of the CiVUS system. This application is capable of delivering multimedia contents to the users regardless of their location. The multimedia learning contents are encapsulated into a learning module, which makes the system content-independent and thus suitable for any type of learning subject.

1.3 Thesis organization

The remainder of this thesis is organized as follows. Chapter 2 deepens the mobile learning concept. It explains m-Learning’s definition, potential and importance, it refers to mobile technologies and their connectivity taking under consideration not only the positive aspects but also the drawbacks and limitations. Other areas that are related to m-Learning are introduced and explained, like ubiquitous learning or context-sensitive learning.
Chapter 3 describes the design and construction of the CiVUS system. In this chapter, the desirable properties for a mobile learning system are enumerated. The context from which CiVUS emerged is mentioned and the requirements analysis and the technologies used are described.
Chapter 4 describes the system usage with exemplary screenshots. It simulates an user interaction from start to finish throughout the application. Besides the screenshots, several photos of the application running in PDAs are presented.
Chapter 5 draws the conclusions and indicates future work perspectives.
Chapter 2

Related Work

2.1 E-learning

Although it does not have a consensual definition, it can be said that e-learning is essentially the process by which the student learns through contents stored in his computer or in the Internet. The teacher, if there is one, is at distance using the Internet as the means of communication. The communication can be synchronous or asynchronous [2]. In a simpler way, it is the use of technological tools for the purpose of education.

Digital resources and computer-interfaced communications provide the flexibility of not being bounded to a specific day or time to physically attend classes [1]. It is believed that providing information to anyone in this manner results in a more effective instruction compared to traditional forms of education.

When discussing e-learning it is common to refer the SCORM specification [7]. SCORM is a set of rules and specifications to create and develop e-learning. It guarantees interaction, accessibility and content reutilization [8].

Ensuring the SCORM specification produces several benefits:

- Portability – display the learning contents in any e-learning platform compatible with SCORM.

- Reutilization – locate and consult learning objects (lessons, modules, exercises, activities) and reutilize them in other courses.

- Performance control – record individual student information like scores, time spent
in the activity and other activity related information.

- Informality - possibility of combining learning objects to support adaptive content presentation based in different criteria like goals, preferences and student performance.

A Learning Object (LO) is a self-contained learning resource that focuses on a single topic. It is a digital resource that can be reused in an e-learning context.

A CMS is an application for managing students’ academic track. Besides providing functionalities to organize and manage material from more than one course, it allows the creation and distribution of pedagogic contents. It monitors student’s performance and provides tools for communication and interaction between the users. A CMS requires few knowledge from the teachers that wish to create a course and use the system. This system was designed for online usage and was originally conceived for academic purposes, in particular for universities and secondary schools. WebCT [10] and Blackboard [11] are two commercial examples, Moodle [12] and Sakai [13] are two open-source examples of popular CMS.

A CMS has the ability to:

- Publish learning contents online. Most of the available CMS also provide quick access shortcuts for the student curricula, personalized calendar with individual activities and learning materials (like PDFs or PowerPoint presentations).

- Evaluate student by publishing quizzes and tests made by the teachers.

- Open discussion forums where teachers and students can ask and answer questions.

- Send messages from the teacher to all the class or just to a single student.

- Provide storage space for the students, which they can use to store presentations or documents for latter evaluation.

- Provide the teachers with statistics about which students accessed the site, how many times and when.

An LMS is a software application for the management of classroom and online events, e-learning programs and learning activities. Some LMSs are Web-based to
facilitate access to learning contents and administration [9].

Some of its main features are:

- Condensation and automatization of administrative services.
- Rapid availability of learning contents.
- Supporting portability.
- Personalization of learning contents and enabling knowledge reutilization.

The LMS provides a list of available subjects and the possibility of signing in the desired ones. From then on, the students have access to a set of activities created by the teachers. After a class, the system can be used to assess acquired knowledge with quizzes or simple tests. The teacher can afterwards print out a series of reports with students’ performance and statistics.

For administrators, the system can be used to manage the classroom as well as the e-learning process.

Examples of popular LMSs include NetDimensions EKP [14], Saba [15] and SumTotal Systems [16].

A Learning Content Management System (LCMS) is a technology aimed at the development, management and publishing of learning contents. A user can manage, create, and reuse digital learning contents and then deliver them via an LMS.

LCMS applications allow users to create, import, manage and search for digital resources that can be reused in e-learning contexts, generally called learning objects. These features available in an LCMS (create and manage courses) are not available in an LMS.
2.2 Mobile learning

Mobile communication technologies are changing the way people educate themselves. Today's learners, those born after 1982, are 'digital natives'. They are usually digitally literate, 'always on' and are used to perform multiple tasks simultaneously, like playing computer games while watching TV. Also, they prefer multimedia instead of text and prefer to be connected than to stand-alone [3]. Constant exposure to the Internet and mobile devices while growing up was the cause of this behavior. Mobile learning can occur at any time in any location, from traditional learning environments to workplaces, at home or in transit. Learners may or may not be mobile. A possible but not consensual definition could be that it is the “exploitation of ubiquitous handheld technologies, together with wireless and mobile phone networks, to facilitate, support, enhance and extend the reach of teaching and learning” [17]. Technologies such as this one enable learners to access learning contents through a variety of devices with more flexibility and consistency [18]. It has the potential to do much more than to deliver courses, or parts of courses. With mobile devices and m-Learning one can foster communications between collaborators, deliver 'just in time' employee training, provide education to dispersed students (in punctual cases, it can help establish relationships between students that felt 'left behind' in the past), and sensitize people with promotional campaigns. It can be used in collaborative projects and fieldwork, and to conduct assessments in all kinds of situations. At the end of a class, the teacher can record a summary of the lesson and publish it later as an audio file, making it available for download not only for those who could not attend the class but also for the ones that may wish to hear it again. Filming the lecture and publishing a video cast is also a possibility. In field trips or museum visits, one can get information about the place while going there and during the visit to enhance the experience (to capture or record what is happening, like a tour guide explanation). From then on, why not send it or post it into a message board, a website or a blog? By doing so, the recorded pictures or videos would be associated with that specific learning module for as long as it remained active. Also, this would suppress the need to store those taken pictures or recorded videos in the device, freeing up valuable disk space. With this method a much more enriching experience is provided, because the learner has access to the knowledge beforehand, during the visit and afterwards. There are reports of mobile devices' use to enhance
children’s learning in museums being developed with great success [19]. The possibilities delivered by this multimedia approach are endless. If somebody prefers learning through audio, they can listen to a recorded audio file; if they prefer visual they can watch animations or pictures. It is possible to teach the same content to a group of different learners (who engage in different ways) with distinct materials, making it easier for all to get the message [17, 20, 21]. Difficulties reported in result of two mobile learning initiatives that have been introducing mobile devices in primary and secondary schools since 2003 (‘Hand-e-learning’ and ‘Learning2Go’ [22]), include lack of infrastructure in schools, rushed initial teacher training and inadequate choice of subject - which was science. Despite the negatives, the involved technologies’ cost relatively to laptop computers makes them an option to consider when choosing what to buy. Besides that, the devices’ portability, the fact that they are instantly ready due to not having significant start-up time and especially their size makes them particularly desirable.

In order that learning and teaching with mobile technologies can be successful, the following issues must be considered by educators and technology developers [23]:

- **Context** - do not neglect the learner’s wish for anonymity and privacy while gathering contextual information.

- **Mobility** - account for students ‘escapades’ from the classroom to engage in activities neither in the teacher’s agenda nor the curriculum.

- **Learning over time** - effective tools are needed for delivering mobile learning contents.

- **Informality** - students may give up the use of a technology if they feel that their social networks are under attack.

- **Ownership** - learners prefer to own and control their technological devices but this may constitute a problem when they bring the devices in to the classroom.

A guideline on how to address these issues was elaborated [3]. It consists on practical suggestions for teachers, learners and curriculum developers that plan to start learning and teaching with mobile technologies. The first thing to do is elaborate a cost model for the infrastructure, the technology and the services. Then, do a requirements study for those involved with the technology -
students, teachers and content creators. Afterwards, come to an agreement for the most suitable technology by studying advantages and disadvantages of all possible ones. After that comes the assignment of the necessary roles for supporting mobile learning:

- Define strategies and procedures for the equipment management.
- Teachers training should enable them to control current activities and to create new ones by their own.
- Consider mobile technologies to manage student administration tasks.
- Considered them to support collaborative and group learning as well.
- Research and adopt suitable applications for the needs of each specific classroom.
- Finally, ensure privacy and security of all the users.

Although it is considered for a few years now as a trend for teaching and learning, m-Learning’s wide implementation in the educational system is still slow rather than exponential. Technology continues to develop very fast but m-Learning is failing to keep up. It has not seriously impacted education and all that is seen are punctual cases here and there. At this point, there is no evidence to support that there will be a wide-scale m-Learning adoption from schools in the near future [24].

However, mobile learning does offer new solutions to traditionally problematic contexts of information delivery [25]. The type of learners that can be helped by the m-Learning educational model include mature-aged, gifted, international and remote learners; learners with special needs or attention such as those with cognitive, behavioral or social problems, or with physical or mental difficulties [26, 27, 28].

M-Learning and mobile devices can help improve literacy and numeracy skills. They can assess areas where learners need more assistance and support and they can encourage reluctant learners by promoting self-esteem and self-confidence [29]. M-learning affords learners with great autonomy and at the same time provides instructors and educational administrators more flexible managing methods. Due to all this, it can be said that mobile learning is the future of distance education and that it can help achieve a lifelong learning [30].

The following subsections, Ups and downs of mobile devices and Technologies and connectivity are included in the mobile learning section because this is the overall subject of this dissertation. Since the scope of this work is m-Learning and the
development of the application presented in this thesis targets mobile devices, it makes sense that it is in this chapter that technologies and connectivity are discussed.

2.2. MOBILE LEARNING

2.2.1 Ups and downs of mobile devices

The popularity of mobile devices comes from their ease of use, portability, small weight and size [31]. This makes them prime candidates for having applications that satisfy students’ needs in spare times. In many countries, the number of mobile phone users is by far superior to the number of people that access the Internet with other mobile devices. Accessing information through mobile Web will broaden the scope of education greatly. It is reasonable to believe that mobile learning will become the most popular and convenient way of learning after Internet-based learning [32].

To fully comprehend the potential of mobile devices one must consider their use in a classroom context or as part of a learning experience outside the classroom. The following are five mobile device properties that are great assets for educational purposes [33]:

- Portability – due to their small size and weight they are easily carried around.

- Social interactivity – data exchange and collaboration with other learners can happen face-to-face.

- Context sensitivity – mobile devices can sense and react to the current location, environment and time.

- Connectivity – mobile devices can connect to one another with ease using Wi-Fi, Bluetooth, IrDA (infrared data association). They can create a shared network or connect to a common one.

- Individuality – distinct difficulty levels of activities can be personalized to individual learners.

However, there are limitations when building mobile learning applications: small screen sized cell phones may not display all the information or it may not be comfortable scrolling from left to right; the limited processor capability may increase the response time; limited memory capacity, storage space or battery issues (like constant need of charge, which may lead to information loss in case the device runs out of battery life)
are all drawbacks to consider. These concerns were detected in the development of a cross-platform ubiquitous language learning service [34].

Upon deciding to start a new m-Learning project it is easy to be misguided. With the technology available today, it is easy to become overwhelmed and design a very interesting and forward-thinking solution that solves problems that do not exist. The developer may think he is designing a revolutionary application but in reality he is not using the appropriate technologies for the problem. An example could be the use of a mobile phone screen when the appropriate for the developed application would be a computer monitor. In some cases, the usefulness of the screen may be proportional to the size of the screen [35].

When there is a final version of an application, the company that produces it will want to make several versions to target all available platforms so that it can be sold to as many mobile device users as possible. This is not an easy thing to do because there is an increasingly number of mobile operating systems, each one with its particularities. Also, due to the rapidly growing mobile phone market, a device can be outdated in a few months. Nevertheless, m-Learning has the potential to reduce the transactional distance between student and instructor and enable learning experiences that are more collaborative, more richly contextualized and continuously accessible [36].

2.2.2 Technologies and connectivity

There are a vast number of mobile technologies that can support m-Learning: cellular phones, Personal Digital Assistants (PDAs), MP3 and MP4 players, smartphones, handheld gaming devices – like Sony PSP or Nintendo DS –, Ultramobile PCs (UMPCs), mini notebooks and netbooks, like the Asus EEE. Mobile learning is accessible from virtually anywhere using one of these devices. Learners can therefore engage in a more enriching experience that is also captivating and fun, without being bounded to location or time issues. A comparison between typical parameters of mobile devices used for m-Learning will be given in Table 2.1 [37].
Regarding the previous Table 2.1, the following notes are important:

- For each type of mobile device a popular model was selected and its specifications were displayed. The chosen devices were, in the same order as in the table: ASUS EEE PC, Apple’s iPad 32Gb, HTC Touch Diamond II, Nokia 2330 Classic and Nokia N82.

- All the devices’ prices are in Euros. The actual values may differ from the ones showed.

- Apple does not reveal in its site the iPad’s memory value and the Nokia 2330 device has limited capacity of 1000 contact memories.

- The battery capacity values are relative to stand-by mode and may not be accurate.

Handheld computers in classrooms, e-books, Classroom Response Systems (CRSs) and Reusable Learning Objects (RLOs) are good learning examples where the focus is centered on technology. A CRS is any system used in a face-to-face setting to poll students and gather feedback, like an instructor doing a PowerPoint presentation with question slides asking students to raise their hands to agree or disagree with a given question. A RLO is a learning object that is not dependent on other objects.

The Centre for Excellence for Reusable Learning Objects is based on a Web site that
leads on innovation in pedagogical design by giving access to a rich set of learning objects, tools and information. For instance, one can learn French by first listening/watching a dialog between two people and afterwards answering a questionnaire about what they have just heard. This is illustrated in Fig. 2.1 by the screenshot of the Web site in this particular situation [38].

![CETL Reusable Learning Objects](image)

**Figure 2.1:** Example that illustrates learning French with RLOs.

Business studies, Health Sciences, Mathematics or Statistics are some of the subjects available in their repository.

Mobile learning also involves connectivity for downloading, uploading and for online working via wireless networks, mobile phone networks or both [20]. This connectivity is provided by several communication technologies, such as Global System for Mobile communications (GSM), Wireless Application Protocol (WAP), General Packet Radio Service (GPRS), IEEE 802.11 (which is a type of radio technology used for Wireless Local Area Networks – WLANs), Bluetooth and IrDA. A comparison between some of these existing wireless technologies will be given in the following Table 2.2 [39].
2.2. MOBILE LEARNING

<table>
<thead>
<tr>
<th>Technology</th>
<th>Data rate</th>
<th>Range</th>
<th>Frequency band</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bluetooth</td>
<td>1 Mbps</td>
<td>30 m</td>
<td>2,4 GHz</td>
</tr>
<tr>
<td>IrDA</td>
<td>4 Mbps</td>
<td>2 m</td>
<td>Infrared</td>
</tr>
<tr>
<td>IEEE 802.11a</td>
<td>54 Mbps</td>
<td>20 m</td>
<td>5 GHz</td>
</tr>
<tr>
<td>IEEE 802.11b</td>
<td>11 Mbps</td>
<td>100 m</td>
<td>2,4 GHz</td>
</tr>
<tr>
<td>IEEE 802.11g</td>
<td>54 Mbps</td>
<td>50 m</td>
<td>2,4 GHz</td>
</tr>
<tr>
<td>GSM/GPRS</td>
<td>13.4 - 14.4 Kbps</td>
<td>long, continent wide</td>
<td>900 MHz (GSM)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>m-Learning system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile devices</td>
</tr>
<tr>
<td>Notebooks</td>
</tr>
<tr>
<td>Tablet PCs</td>
</tr>
<tr>
<td>PDAs</td>
</tr>
<tr>
<td>Smartphones</td>
</tr>
<tr>
<td>Cell phones</td>
</tr>
<tr>
<td>Communication technologies</td>
</tr>
<tr>
<td>GPRS</td>
</tr>
<tr>
<td>GSM</td>
</tr>
<tr>
<td>IEEE 802.11</td>
</tr>
<tr>
<td>Bluetooth</td>
</tr>
<tr>
<td>IrDA</td>
</tr>
<tr>
<td>Student - Teacher communication</td>
</tr>
<tr>
<td>Synchronous</td>
</tr>
<tr>
<td>Asynchronous</td>
</tr>
</tbody>
</table>

Table 2.2: Wireless technologies.

The communication between students and their teachers can be synchronous - because the student has the ability to communicate in real time with his teachers -, asynchronous (leaving the communication mainly to e-mails and SMSs), or both [40].

Fig. 2.2 presents an m-Learning system, naming the devices, the communication technologies and the possible types of communication between students and teachers.

Figure 2.2: Mobile learning system.
Nowadays, there is an increasingly mobile population interacting with an also mobile society. Multimedia capabilities offered by mobile phones are increasing in new and sophisticated ways. Field trips or visits to museums can be assisted with technological devices with self-explanatory contents to make the interaction richer [41], as exemplified by the student in Fig. 2.3 consulting information on the cell phone during a field trip. Also, she can capture images of the site, annotate these with notes and sketches and organizes them into a visual idea map. She can then extend the idea map by adding pages from an internet guide to the site and its history. Finally, she can merge parts of her map with those of the other students to create both a personal and a group website of the visit.

![Figure 2.3: Illustration of learning beyond the classroom.](image)

Mobile learning is more effective if the learner owns a device. He will be more used to it (saving the experience period) and when school or work finishes the learner keeps the device and it can then be used at home and on weekends. Learners can then proceed to study subjects that interest them using their own time. Independent exploration to complete school based tasks or homework is a very effective way of really understanding a subject.

Skills Arena is a mathematics video game created in 2004 for the Nintendo Game Boy Advance. It tried to supplement traditional curricula and teaching methods. Second grade students were encouraged to compete in matches against computer-generated opponents, ranked by difficulty. The game consisted in addition and subtraction
exercises with variable difficulty levels. An initial pilot study was carried out over 19 days with 39 students that completed an average of 1296 problems each, three times what would be expected with traditional worksheets. The program seems to provide increased motivation not only for the students but also for the teachers who found the activity easy to administrate and control. It was also reported that students’ active engagement was extended beyond the classroom. Fig. 2.4 shows an example of a Skills Arena’ match screen [42].

There are many mobile device applications with mathematic learning activities [43, 44] similar to Skills Arena.

BBC Bitesize is a project designed to deliver revision materials via mobile devices using a downloadable Java game and SMS text messages. The project was very successful at the beginning in 2003, reaching over 650,000 General Certificate of Secondary Education (GCSE) students but has been losing audience. It is believed that this is due to four main factors. First, there were problems with the localized learning contents because some questions were not adequate to a particular student’s subjects. Second, the lack of detailed feedback to the learners was the most focused problem. Small screen sizes meant that no detailed feedback about important questions could be addressed. Third, the compatibility across devices. Although Java is been known to work in multiple platforms, not all devices could get it to work. Finally, the SMS costs. The service was originally free but the excessive demand lead to the SMSs being charged, which resulted in a significant decrease of popularity.

This case study is presented because it was a project that did not succeed or is not being as successful as expected. It is important to show not just the successful projects but also the ones that failed in some aspects and try to learn from those experiences. The following Fig. 2.5 is a screenshot of the BBC Bitesize Web site in the ‘choose
contents’ area. The project also has this e-learning Web-based side [45].

Figure 2.5: Example screenshot of the BBC Bitesize Web site.

There are many applications for mobile devices with learning contents like the ones mentioned. A few of them teach English vocabulary [46] [47] [48] [49], others focus on listening and speaking skills [50] and there is even one that teaches classical Chinese poetry [51].
2.3 Ubiquitous learning

Mobile technologies can have a great impact on learning. These technologies are becoming more embedded, ubiquitous and networked, with enhanced capabilities for rich social interactions, context awareness and internet connectivity. When we are able to use mobile technologies to transform learning into a seamless part of the daily life to the point where it is not recognized as learning at all, learning will move more and more away from the classroom. This will create individual learning environments, environments that will be more situated, personal, collaborative and lifelong.

Ubiquitous is the property of being everywhere at the same time. Ubiquitous computing attempts to engage many computational devices and systems simultaneously while trying that the end-user does not realize what is happening. The idea is to discreetly integrate computers into the physical world making their presence increasingly natural and eventually blend them into our everyday lives. It is anticipated that personal, portable, wirelessly-networked technologies will become ubiquitous in the lives of learners over the next 10 years [52]. An example of a ubiquitous computing environment could be a person in a living room wearing imperceptible biometric monitors woven into clothing that automatically and continuously adjust the temperature of the room.

Fig. 2.6 is a Venn diagram that intersects ubiquitous computing with mobile computing and e-learning [52].

![Venn diagram](image)

**Figure 2.6:** Mobile Computing, e-learning and Ubiquitous Computing are related to m-Learning.
Ubiquitous learning (u-learning) is similar to some simple form of mobile learning because learning environments can be accessed in several contexts and situations. A ubiquitous learning environment would be the one in which students could become totally immersed in the learning process. Just by being there they would learn, and they may not even be aware that they were doing so because the information would be presented to them in the embedded objects [6].

The main features of u-learning are [5,3]:

- **Permanency** - Work is never lost, all the learning processes are recorded continuously every day.
- **Accessibility** - Learners can access their documents from anywhere.
- **Immediacy** - Learners can get information immediately, regardless of location.
- **Interactivity** - Learners can interact with each other or with their teachers in a synchronous or asynchronous communication.

When building a mobile learning application, ubiquity is a key factor. Learners that are constantly traveling or moving from one place to another and cannot afford to spend time on a class must have a way to learn and have the same opportunities as everybody else. There is a project called Bite-sized Learning Opportunities On Mobiles (BLOOM) that provides learning contents to taxi drivers in the Liverpool region. Many taxi drivers left school at an early age and due to being self-employed people cannot afford to stop working for a few months and go back to school. BLOOM makes use of mobile devices to offer learning contents that they can use at their 'down time', when they are waiting for the next client, for instance. BLOOM demonstrates that workplace learning via mobile devices is a viable option in a sector where employees work shift patterns and irregular schedules.
Mobility, huge potential to access learning contents and the absence of judgement by others are believed to be the key success features that this mobile learning initiative offers.

Fig. 2.7 shows one of BLOOMs content modules, a module for someone who is studying to take the driver's license exam or to someone who is remembering the road traffic code §4.

Figure 2.7: BLOOM sample content module.
2.4 Collaborative learning

Social interaction plays an essential role in the learning process [55]. To promote social interaction in a classroom context the teacher should first try to motivate students to inquire and participate – which will enhance the need of collaboration by assessment and feedback. The teacher should try to focus students’ attention and once that is achieved it will be easier for them to externalize their internal thinking [56].

Collaborative learning is a set of learning activities that enables the group members to enjoy the learning scenario and reach common goals through affective and cognitive comprehension, cooperative work-sharing and social interaction. The collaborative learning’ goal is to create a learning context in which students can improve their learning outcomes by closely interacting and communicating with others [57]. The process of building knowledge is the result of collaboration between these students and their teachers but it also involves other parts in the learning process, like the subject of study and the context [58].

A Computer-Supported Collaborative Learning (CSCL) provides means to create a learning context based on the interaction between students [59]. CSCL facilitates learners communication enabling high levels of social interaction [60]. Its relevant features include support for activity group, face-to-face communication, collaboration awareness, mutual support and remote communication. The following Table 2.3 lists the most important characteristic of CSCL against important m-Learning features [58].

<table>
<thead>
<tr>
<th>CSCL</th>
<th>m-Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support activity group</td>
<td>Personalization</td>
</tr>
<tr>
<td>Face-to-face communication</td>
<td>Adaptation</td>
</tr>
<tr>
<td>Collaboration awareness</td>
<td>Mobility</td>
</tr>
<tr>
<td>Mutual support</td>
<td>Portability</td>
</tr>
<tr>
<td>Remote communication</td>
<td>Wireless connection</td>
</tr>
</tbody>
</table>

Table 2.3: Important features of two learning models, CSCL and m-Learning.
In a near future, students will use mobile devices connected to wireless networks to form a mobile learning environment in the classroom [61]. Mobile devices can support Mobile Computer-Supported Collaborative Learning (MCSCL) by providing different means of coordination. These means cannot replace human-human interactions [62, 63, 64].

The most significant examples of conversational learning occur when mobile technology is used to provide a shared conversational space. Effective learning occurs when people can talk with each other, questioning and sharing information. Researchers from Chile's Universidad Catolica designed a MCSCL program implemented in primary and secondary schools. Mobile devices are set up to communicate only to another device in a Peer-to-Peer (P2P) network. Internet and other types of networks are not available. The MCSCL learning contents are distributed by the teacher's device and the students are grouped automatically. The students can only advance to the next question upon solving the current one, meaning that they have to reach the correct answer. If there are different answers in the same group, the system encourages them to come to an agreement. The teacher can aid in this situation. When the collaborative activity is finished the teacher's device collects the work from all the students [62, 63, 64].

A very important aspect of this project that has to be emphasized is that it intends to help the teacher by supporting him with additional tools, not to replace him. As for the results, 48 primary school' children performed an activity that consisted in ordering numbers. For five weeks, 90 secondary school' students were taught physics supported by MCSCL. In both cases it was concluded that the system improved the results and that the students showed more enthusiasm than with traditional tuition.
2.5 Mixed reality learning

Mixed reality learning, as the name suggests, combines reality with the digital world. It is a mixed mode of representation that aims to connect people in innovative ways between the physical and digital worlds. It consists on the application of computer-generated imagery in live-video streams on devices as a way to expand the real world \cite{65}. Augmented and mixed reality scenarios increase a learner’s meaning-making of the object he is interacting with.

The following images, Fig. 2.8a and 2.8b, Fig. 2.9, 2.10, and Fig. 2.11 were taken from a video titled ‘Augmented Reality - The future of education’ \cite{66}, and they are part of a thesis work in multimedia and graphics design. The subject in the video has a pair of glasses that ‘animate’ reality. He looks at a regular book in a library and upon pressing a button on the glasses he sees the same book with multimedia content. He can now watch a video or see a 3D sketch of an architectural drawing. He can zoom in on images. He then proceeds to get out of the library and experience viewing the real world mixed with digital technology. The mobility of the learner is also associated with mixer reality learning. Mixed reality projects multimedia contents into our everyday scenery, ‘expanding’ the real world experience.

Fig. 2.8a illustrates a library book. In Fig. 2.8b that same book gains multimedia capabilities by pushing a button. Fig. 2.9 shows a classical architecture book and Fig. 2.10 and Fig. 2.11 show how it would be like to see that same book animated with a 3D model.

![Image](a) Regular book. (b) Same book with multimedia content.

Figure 2.8: Augmented learning.
Expanding existing resources.

Figure 2.9: Architecture book.

Figure 2.10: Architecture book with 3D model top view.

Figure 2.11: Architecture book with 3D model side view.

It is easier to explain what Mixed Reality is with images. It is one of those clear cases in which a picture is worth more than a thousand words. It would take many words to describe what can simply be understood by watching pictures like these.

The following images were taken from a Nokia Future Technologies video called ‘Nokia Mixed Reality’ [67]. Although this example is not directly related to mobile learning or mixed reality (because it does not expand the real world, it just projects imagery), it
serves the purpose of demonstrating how these technologies can in a near future play an important role in a learning context. If there was an application ‘seen’ with these glasses that displayed learning materials and could incorporate exercises or activities, it is easy to imagine the importance that these technological devices would have for learning.

The woman has got gaze-tracking glasses to browse and select items using the eyes. She has an auricular to hear and find with 3D-audio and has a wrist device to ‘feel’ and fetch media.

With the glasses, she can project a received message or an application of the mobile phone to anywhere she is looking. With her eyes, she can browse through the available items. With the wrist device she can select desired items.

Fig. 2.12 represents the potential that these technological devices have for learning, the gaze-tracking glasses, the auricular and the wrist device. Fig. 2.12a illustrates a woman browsing information just with her eye movement and Fig. 2.12b illustrates a projected weather application, seen through her glasses [67].

![Figure 2.12: Nokia Mixed Reality.](image-url)
2.6 Context-sensitive learning

Context is any information that can be used to characterize an entity’s situation \[68\]. An entity can be a person, a place or an object. Context-sensitive learning or context awareness in a computing perspective means gathering information from the device’s environment or surroundings and based on this make the device react \[69\]. This information can be about the circumstances under which the device is supposed to operate and based on an ‘intelligent stimulus’, react accordingly. Activities and content that are relevant to the environment around the user and the device can then be made available. Mobile devices are especially well suited to context-aware applications because they are available in all kinds of different contexts \[23\]. In m-Learning, context awareness can be introduced into mobile devices as an adaptive interface, in which the presentation can vary according to context; as a game learning offer where awareness of other game players is detectable; in systems that enable activities in context, like data logging; and others. Such a device would be able to supply information about location, altitude, orientation, temperature, velocity, biometrics, etc. Also, context-sensitive learning enables awareness of learners’ activities and can thus be used by teachers to offer assistance to their students.

Context-sensitive learning covers another important term that also relates to ubiquitous computing: location-aware services. Location awareness is a powerful subset of context-sensitive learning \[70\]. It can be extremely useful in a mobile learning application, like in the following examples: location-based travel guides with services, such as finding places or giving directions; helping to identify people with common interests in physical proximity of the learner; services able to identify the location of a person; and others. Services built on the mobile phone’s location awareness capabilities are commonly referred to as Location Based Services (LBSs). There are several ‘positioning technologies’ involved with the calculation of the current position in a space or a grid. This automated location information has to be delivered to the mobile device by at least one of this technologies. The goal is for the device to be aware of its location with different degrees of precision and accuracy. The three current main families for positioning are: Global Positioning System (GPS) based; network oriented using some form of triangulation; and network based that use Cell ID information plus some other radio signal measurement \[70\].

There are numerous applications that make use of location awareness. One of them,
Skattjakt Treasurehunt, is a treasure hunt game designed to encourage young people to solve a mystery surrounding a castle built on an university’s campus, demonstrated by Fig. 2.13a [71]. While doing so, they learn the history and curious facts of the castle. When the game starts, the players are divided into teams and each team gets a different location on the campus to find. A video is displayed in each team’s mobile device with the story surrounding the mystery and why they need to help to solve it. Players receive a clue to find a 4-digit code (like ‘look in the lions at the castle’s entrance’) and when they arrive at the castle, one of the lions has a code written in a paw, as illustrated by Fig. 2.13b. Entering that code in the mobile device provides a riddle for the next step in the treasure hunt. The fastest team solving the mysteries at each of the six locations and that arrives first at the final destination wins.

![Game castle.](image1)

![Game players.](image2)

**Figure 2.13:** Skattjakt Treasurehunt, treasure hunt game.
2.7 Ambient learning

Ambient learning is an easy to use training system designed to deliver personalized information by integrating several content sources. Each individual learner has access to high quality e-learning material at the time, place, pace and context that best suits his needs [72, 73].

To achieve these goals, ambient learning uses broadband technologies to provide contents via multimodal interfaces. Content integration delivers access to existing knowledge catalogues and e-learning resources. Context management offers highly individualized content based on the learner’s context, and multimodal broadband access (through broadband technology) provides mobile devices' access to information. This is illustrated in the diagram in Fig. 2.14 [72].

![Figure 2.14: Distinguishing factors of ambient learning.](image)

Ambient learning is somehow similar to mixed reality learning because it makes use of technological tools to augment the learner’s activity in context. The use of digital artifacts enables a richer environment that will ultimately deliver a better learning experience.
Nokia has a project called mobile augmented reality applications [74] that explores mobile devices equipped with a camera as platforms for sensor-based, video see-through mobile augmented reality. Providing that the camera’s location and orientation is known, one can pick parts of the viewed scene (the scene displayed in the viewfinder screen) and fill it with information about real world objects. Fig. 2.15 exemplifies the use of this application on a mobile device in a context where the user is in constant motion.

![Image](image.png)

Figure 2.15: Nokia’s mobile augmented reality application: The Mara Project.

As shown in Fig. 2.15(a) and 2.15(b), this application overlays the displayed camera image with graphics and text in real time. The software recognizes locations previously stored and displays information about them, like their names and the distance to get there. These informations are stored data that can be shared with other users, making the number of recognizable objects increasingly bigger.
From the presented research and examples showed, it is possible to conclude that there is a significant number of mobile applications that target a particular area of study, but what if there was one application that tried to be flexible in a way that it could incorporate distinct contents? If there is an application with visual contents to teach mathematics and there is another with audio contents to teach a new language, why not try to gather them and make one versatile application that incorporates modules and has capabilities to show visual and audio contents? One of these modules could teach mathematics and another one could teach a new language, all in the same application.

The next chapter describes the design and construction of such a solution.
Chapter 3

CiVUS - the mobile learning application

This chapter presents the design and construction of a mobile learning system capable of delivering multimedia contents to the learner. That system is called CiVUS (Content-independent Versatile Ubiquitous System). First, the context from which CiVUS was born is introduced and then the application’s functionalities are described.

An e-learning system based in a fixed platform could be complemented with a mobile platform and benefit from learning contents portability. Together with an easy-to-use application to create learning modules from multimedia contents, this three-in-one system could present several interesting functionalities.

There are several benefits in building a mobile platform:

- It is accessible from virtually anywhere.
- It can promote collaboration between learners.
- There is an instant sharing of learning contents between everybody that uses the system.
- Strong portability of the learning contents, which replace books and notes.
- Provides a more fun and captivating study than traditional means of learning.

This three-in-one system could have a contents’ management tool that would allow following the learners’ progress through a Web site. It could grant access to resources at any time, from virtually anywhere. These resources could be chosen from a wide
variety of subjects. The system could also include a tool that worked as a media board, which would foster online collaboration - like interaction and sharing of ideas, resources and information. Another functionality could be to develop SMS quizzes, in which learners would answer questions in some kind of assessment and receive instant feedback by an SMS.

A system such as the one described above could be useful in:

- Collaborative projects and fieldwork.
- As an alternative to books or computers in classrooms.
- Places where students are dispersed.
- To establish relations between students that felt 'left back' in the past.
- Promotional or awareness campaigns.
- ‘On-the-hour’ employee training.

Taking into account the ideas written above and after an evaluation of what is doable and better for the system, the CiVUS mobile application was conceived. This solution intends to foster communication between learners and teachers by providing interaction through the system. For people who left school too early, for those who have jobs and cannot afford to stop working or even those that need to attend the company’s latest training program, the introduced CiVUS system intends to be a solution. This interactive system enables learning at any time of the day, regardless of location. The main asset presented by this system in comparison to others is its versatility. It is not limited just to show images or play audio files, it tries to be flexible enough so that it can display different types of contents (videos, audio files, images, PowerPoint presentations and PDF files) making full use of the device’ capabilities. The system intends to offer support for all types of study subjects (mathematics, languages, history, art, etc.). It can be used both in and out of the classroom, by students in a school, by occasional learners or just by someone who has a desire to learn.

This system is part of a larger project. It was conceived with the intention of displaying, in mobile devices, contents from a fixed platform called PLEBOX: Platform Learning Environment BOX. Its working environment is shown in Fig. 3.1. This platform was created to address common problems to e-learning platforms. It introduces
an environment with a set of customizable functionalities adaptable to each user, presenting new forms of interaction between students and their learning contents.

In a first stage of the project, the PLEBOX platform was built and, as any other e-learning platform, it had the capacity to store learning contents and associate them with users. In a second stage, the learning contents were assembled. In a third stage (in which this thesis is based), a mobile learning platform with the capability to exhibit learning contents was built. The development of this solution complements the fixed platform allowing the presentation of these learning contents anywhere at any time, increasing the learning experience.

Figure 3.2 shows a demonstration learning module running in a mobile device. It is revealed in this place of the dissertation to serve as a first glance at the application, whose development will be described in the following sections. The figure 3.2 displays one of the images associated with the demonstration learning module. This module was created with the purpose of presenting the system’s potentialities. The module is related to the Louvre museum and contains images, videos, texts with details about the art pieces and audio files with explanations by a tour guide.
3.1 Requirements analysis

This section describes the requirements analysis made at the beginning of this mobile learning project, before the development of the application started.

The application should be an intuitive solution, it should be as much accessible to an experienced user as to a beginner. It is important to build an easy-to-use system that is versatile enough so that it can be helpful to people in different situations.

The system should start by asking the user's credentials. Only a logged on user should be able to access the system. Invalid password or username should produce an error, giving the user the possibility to try to login again. Once authenticated, the device should connect to the LCMS and access the users' database. Each user in the database should have a relationship with the learning modules he is currently assigned with. The LCMS should return the learning modules that the user has access to and display them in the graphical interface.

Each module should support images, audio files, videos, texts, PDFs and PowerPoint presentations. The interface could show an indication of how many images, audio files, videos, texts, PDFs and PowerPoint presentations exist in the learning module. When the user selects one of the learning contents, for instance, Images, the system
should connect to the LCMS and check if there are new images available (because the user could have downloaded them previously). If there are, the system should only download these new contents. After watching all the learning contents, the learner should have the possibility of testing the acquired knowledge in an assessment functionality. When he finishes, he should be capable of uploading the test to the LCMS for that a teacher can evaluate it. The system should also provide a functionality for the learners to upload feedback regarding the learning contents.

Because it is an interactive solution, besides making learning contents available the system should be able to receive contents that the learners wishes to share. Therefore, using the device's capabilities, the system should assure that the learner is able to upload images, videos, audio and text files to the LCMS, for that those files are associated with the learning module and are made available for other learners to see, when accessing the fixed platform over the Internet.

The following Fig. 3.3 is a use case diagram. This diagram proposes to describe the functionalities described above in terms of actors, with their goals represented as use cases.

Figure 3.3: Use case diagram for the CiVUS system.
3.2 System architecture and design

The CiVUS system allows access to modules with specific learning contents. Each module supports images, audio files, videos, texts, PDFs and PowerPoint presentations. After watching all the learning contents, the learner has the possibility of testing the acquired knowledge in an assessment functionality. These assessments can later be used for evaluation purposes or just to obtain statistics of the learning effectiveness. Also, the system provides the capability of uploading feedback relative to the contents. The following diagram 3.4 is an entity-relationship model that represents the system’s requirements.

![Entity-Relationship Diagram](image)

**Figure 3.4:** CiVUS entity-relationship model.

A system’ user can have $N$ learning modules, and one learning module can be distributed to $N$ users. These modules are composed of learning contents, like images, videos, text files, etc. A learning module can have $N$ learning contents but a learning content only relates to one module. Besides these functionalities, the user has the possibility of providing $N$ feedback messages with suggestions or reviews; also, the user can evaluate the learned knowledge through an assessment functionality. The contents uploaded by the user will not incorporate the mobile learning module in the future. The assessment functionality will serve for the teacher in charge of that specific module to correct and evaluate the learner’s answers (and later communicate the results by SMS, for example). Other uploaded contents can only be accessed and viewed in the Internet, when accessing the fixed platform. This is because it would not serve a great purpose to have, for example, every uploaded user image downloaded...
and displayed in the learning module.

The following figure 3.5 is a database relations schematic that presents the tables used by the CiVUS system.

![Database Relations Diagram]

**Figure 3.5:** CiVUS database relations.

The Contents associated with the Modules are downloadable contents. The Content-Type attribute defines the type of the content, if it is an image, a video, etc. The ModuleID foreign key associates that content to a module. Modules have Shortname and Icon attributes purposely for the mobile application, the short name is because of screen size limitations and the icon is for that the application displays a small image with the company’s logo next to its name.

As explained before, there are no tables relative to uploaded contents. The presented tables are the ones that the mobile system interacts with. The contents that the user decides to share are uploaded into a folder in the Web server. This folder is inside the folder of the respective module.

To demonstrate a step-by-step use of the application, a flowchart diagram was built. The following figure 3.6 represents the flowchart of the process.
M-Learning promotes communication between participants. A learner has the possibility of interacting with other learners and with his teacher through the sharing of captured self-made contents. Making use of the device’s functionalities, the learner can capture images, videos and audio files of his surroundings and then upload them. The application connects to the fixed platform - which works as a LCMS - using an available wireless connection. Once connected, the user can download new learning contents or upload images, videos, audio files and texts produced by him. Figure 3.7 illustrates this situation.

Figure 3.6: CiVUS flowchart.
One of the main concerns when building the mobile platform was the correct display of information on the screen. An effort was made to assure that the user could have all the important information available without needing to scroll down. With this in mind the system was designed in a way that all the options are presented to the user in the main screen, without complicated menus or scroll bars. When the available options are too much to fit in one screen, they are divided by two screens, as shown in Figure 3.8. On the left, ‘Show Contents’; on the right, ‘Upload Contents’. The user only sees one of these windows at a time and the non-visible one is accessible through the green arrows.
With the construction of the application described, the following paragraphs look in retrospective and examin what went well, what went less well, and what can be improved. Connecting to the database, creating download and upload methods and ensuring a secure authentication were all difficult tasks but that went well. When the user tries to authenticate, the system queries the remote SQL Server to see if the user exists and, if so, it checks if the given password is correct. In that same query, the system receives and stores all the relevant information about that user. Which learning modules he has access to and how many and what type of learning contents each one of those modules has.

Upon selecting a module, its available learning contents are displayed. To watch the images associated to that learning module, for example, the user presses the Images icon and the system proceeds to download the new images available for that learning module (because the user could have previously downloaded images). The display
images and display texts functionalities work just fine. Windows mobile has an API that interacts with the camera that facilitates image manipulation. The audio and movies display was very hard to implement. This was due to the lack of APIs to the manipulation of these functionalities. The solution was to programmatically create sort of a bridge connection between the system and these functionalities of the device. Hopefully in future versions of Windows Mobile there will be available APIs to resolve this issue.

To access PDF and PowerPoint files, the implemented solution was the only one possible. The system calls out to the respective applications, namely Microsoft PowerPoint included in Office Mobile and to the available PDF reader. This is because there is no way to display a PDF or a PowerPoint presentation inside the application. Although working, these functionalities could (and should) be improved in future versions of Windows Mobile.

In Upload Contents, the upload of images, videos, texts, assessment and feedback are all fully functioning. The images upload has an interesting functionality that brings out first (before the camera) the gallery, in case the user wishes to upload an image previously taken. The assessment functionality, the texts and feedback upload are basically text manipulation. The record sound functionality displays the normal recording controls. This is done by creating a bridge between the system and the voice recording functionality of the device. Again, it is a working solution that should be improved in future versions of the system.

Globally, all the proposed functionalities were made available. What was asked in the requirements analysis was implemented and it is fair to say that all the objectives were achieved.
3.3 Technologies used

For the development of the CiVUS mobile application, the following technologies were employed. Win Mobile 6, the operating system for which the CiVUS application was developed. Windows Mobile is a mobile operating system developed by Microsoft for use in smartphones and mobile devices. The reason that this operating system was chosen over others (like Symbian or Android) was that the fixed platform was built using Microsoft tools, like Microsoft SharePoint. So it makes sense that (although it is meant to be an independent platform) to avoid compatibility issues, a Microsoft operating system was chosen for the first mobile platform. Later, the same system can be developed for different platforms.

The project was developed in Microsoft Visual Studio 2008 Professional. Microsoft Visual Studio is an Integrated Development Environment (IDE) that can be used to develop console and graphical user interface applications along with Windows Forms applications, web sites, web applications, and web services in native or managed code. A managed application is an application written in C# or Visual Basic .NET; a native application is written in C or C++.

.NET Compact Framework. The .NET Compact Framework is a hardware-independent environment for running programs on resource-constrained computing devices. It is a subset of the .NET Framework class library and contains classes exclusively designed for it. It inherits the full .NET Framework architecture of the common language runtime and managed code execution. The .NET Compact Framework is included in the Read-Only Memory (ROM) of Windows Mobile 6 devices.

Windows Mobile 6 Software Development Kit (SDK). This SDK includes Microsoft Device Emulator v3.0, which is, as the name indicates, a mobile device emulator. This software is very useful when writing and debugging an application, because the device emulator simulates the behavior of the real device, making a connection to a real device unnecessary (avoiding not only the prolonged connection time but also the presence of a real device). The device emulator used in the development was Windows Mobile 6 Professional Emulator, which targets Pocket PCs with phone functionality.

Microsoft ActiveSync. In case a real mobile device needs to be connected to test or to deploy the solution, this is the software to use in a Windows XP environment.

Microsoft Structured Query Language (SQL) Server 2005 and Microsoft SQL Server Compact 3.5. Microsoft SQL Server Compact Edition is included in the ROM of
Windows Mobile 6 devices and it served in early development stages, when simple tests are made to become accustomed with the technology. It is a lightweight relational database for use as a compact local database on a PC, Tablet PC, Windows Mobile powered or Windows CE-based device. It allows developers to use the same database to develop occasionally-connected applications consistently across all Microsoft client platforms. The database can be used for local storage as well as data synchronization with other editions of SQL Server. As the application development proceeded, there was a time that the tests with local servers were finished and the project needed to take a step further into a client-server model. For the application to connect to an online database server, the chosen tool was Microsoft SQL Server. Again, the justification is the same as the one given in the above mentioned technologies. It is a Microsoft tool which, in principle, would minimize compatibility issues and it seemed like the logical step after using Microsoft SQL Server Compact Edition. Microsoft SQL Server 2005 is a relational model database that serves as a server for the application's databases. To download and upload contents from the fixed platform a Web server was used. Internet Information Services (IIS) is a web server application and a set of feature extension modules created by Microsoft for use with Microsoft Windows. The protocols supported in version 7 include FTP, FTPS, SMTP, NNTP, and HTTP/HTTPS. It is the same Web server used by the fixed platform and, again, it is a Microsoft developed tool.

These were the technologies used to develop the application.
Chapter 4

System demonstration and validation

This chapter describes the CiVUS application operating mode. Figure 4.1 is a screenshot of the CiVUS application’s initial splash screen.

![CiVUS splash screen](image)

Figure 4.1: CiVUS splash screen.

This application was conceived to fully work without needing the fixed keyboard, inspired by the success that the iPhone (that works in a similar mode) has had over the past few years. There is a blue icon with an ‘i’ that appears in almost every form of the application. ‘Form’ refers to Windows forms; in the application every visible screen is a form. The blue icon that appears in the middle bottom of every form is the help...
button. It contains tips adjusted to the current form to help the user.

4.1 Authentication and learning modules

The first form that allows interaction is the authentication form. Upon selecting one of the input fields, a virtual keyboard appears so that the user information can be filled with the help of the stylus pen. Figures 4.2a and 4.2b represent the authentication process. Figure 4.2a is the blank authentication form and figure 4.2b is the same form after selecting an input box, making the virtual keyboard visible.

![Figure 4.2: CiVUS authentication form.](image)

After the learner is authenticated, the system shows the learning modules associated to that user. The design of the interface was based in two ideas, simplicity and easy-to-use. The goal was for that the experienced user could use the application as well as a beginner. The interface is very intuitive and does not have complicated or hidden options. There are no menus, and the possible options of each form are all immediately visible. Again, this approach was inspired by the iPhone’s simple interaction.
4.1. AUTHENTICATION AND LEARNING MODULES

Figure 4.3 shows the learning modules associated to a user. Figure 4.3a is a screenshot of the emulator and in figure 4.3b the system is running in a real device, a PDA.

![Emulator screenshot.](image1)

![In a PDA.](image2)

Figure 4.3: A user’s learning modules.

In this case the learner has six learning modules associated to his user account. The learner can now chose one of these learning modules and access the respective learning contents, logout and return to the authentication screen or exit the application. The blue icon in the bottom middle, as mentioned before, is a help system that displays messages explaining the available options just mentioned.
4.2 Learning contents

The learner proceeds to choose a module, which can contain images, videos, audio files, texts, PDFs and PowerPoint files, as illustrated by the emulator screenshot in figure 4.4. The numbers next to the learning contents indicate how many of that multimedia type are there. In the example provided by figure 4.4 there are three images, three text files and one audio file.

Since the learner is connected and authenticated, the device will download learning contents as they are selected by the user. If the system had been configured for immediate download of all contents upon authentication, the bandwidth use would be inappropriate and could overload the network.

Figure 4.4: Emulator screenshot of a user’s learning contents.
If the learner selects Images, the system will produce a screen like the one presented in the following figures 4.5a and 4.5b. The green arrows allow the scroll for all available images. If the user double taps the current image, it is displayed in full screen. Another double tap and it returns to normal. Figure 4.5a portrays the situation of the user watching an image in an emulator screenshot and figure 4.5b shows that same image in full screen in a PDA.

Figure 4.5: Show images, in one of the user’s learning modules.
Figure 4.6a results of the user selecting Audio. Again, the green arrows allow the user to scroll through all available audio files. This form presents regular playback controls, besides the sound up (+) and sound down (-) controls. In figure 4.6b the user has already selected a specific text file. Before this screen, there is another in which the file to be displayed can be selected. If the text file is too big, the available scroll bars will make sure that the user can access the entirety of the text.

![Figure 4.6: Displaying learning contents, audio and text files.](image)

The PDF, PowerPoint and Movies options are not illustrated in pictures because what they would show is not relevant. It would just be screenshots of the applications that open those specific files, like Microsoft PowerPoint or Adobe Reader.
4.3 Upload contents

The following screenshot exhibits the upload contents area, which is accessible by pressing the right green arrow at the bottom right. To return to the show contents area, the user must press the left green arrow at the bottom left of the form. This is illustrated in figure 4.7 which displays the upload contents area.

![Upload Contents Area](image)

**Figure 4.7:** Upload contents area.

The teacher can send warnings (by SMSs) to the learners to remind them of examination dates, work assignments or available new learning modules. Once the learning contents are viewed, the learner can evaluate his knowledge in a quiz downloaded from the LCMS. The evaluation functionality is accessible in the upload contents area by pressing the Assessment icon. After solving the quiz, the learner will upload it to the system for a later review by the teacher. This is done by pressing the Send button in the Assessment functionality, as seen in figure 4.8. Finally, the teacher can send an SMS to the learner with his score.
Because CiVUS is an interactive tool, besides uploading quizzes the learner can upload photos or videos, recorded audio files and written text files. These files will be associated with the learning module so that the teacher and other learners can have access to them in the fixed platform, through the Internet.

An interesting functionality implemented that is worth highlighting is Take a Photo. Instead of immediately starting the camera, the system displays thumbnails of all available photos in a grid. By doing this, the user can select and upload a picture taken previously. There is also the possibility of taking a picture in the moment. For that, the user just has to choose the camera icon in the first position of the grid. This will start the camera, the user will be able to take a picture and once he does so, the taken picture will appear in the Send Image form. Then, the user can upload it or cancel the operation. This functionality is portrayed in screenshots by figures 4.9a and 4.9b. Figure 4.9a displays the gallery and figure 4.9b exhibits the image selected by the user, ready to upload. Figure 4.9c is a photo of the application running in a
PDA device. The user selected the camera mode and is now taking a picture that can immediately be uploaded.

![Photo gallery. Selected photo. Camera mode in a PDA.](image)

**Figure 4.9:** Take a Photo functionality.

To validate the system, the application was installed in several PDAs and submitted to performance tests. Figure 4.10 demonstrates the CiVUS system running in three distinct mobile devices, namely (from left to right) in a HTC Herm 200, in an Asus P527 and in a HTC Touch Diamond. In all tested devices, the application behaved as expected and all functionalities were operational.

The first device, the HTC Herm 200, displays the Take a Photo functionality. The user is selecting a picture to upload from the gallery of photos. The second device, the Asus P527, shows the upload contents area. The last one, the HTC Touch Diamond displays a functionality that had not yet been shown, the Record Sound, part of the upload contents area. This functionality has all the regular recording controls, record, stop, play, an OK button to save the file and a Cancel (the ‘X’) to leave the recorder without saving the file.
With the implemented functionalities the software meets the pre-established requirements for this system. Besides being robust and reliable, there was a great concern to make it efficient - and spend as little resources as possible. “Do not do anything unless it is absolutely necessary” is a recurrent advice from experienced mobile developers like Maarten Struys (Microsoft’s Device Application Development Most Valuable Professional). It reminds novice developers that a mobile device has few resources and they should not be wasted.
Chapter 5

Conclusions and future work

This dissertation described the work that involved the design and creation of a mobile learning application. Chapter one presented mobile learning, making an introduction to e-learning first to better contextualize m-Learning. Chapter two addressed the related work area. In this chapter, the mobile learning concept was deepened and other concepts that are ‘related’ to m-Learning were introduced, like ubiquitous learning or context-sensitive learning. Chapter three described the design and implementation of the CiVUS mobile solution. In chapter four, the demonstration of the system usage was made.

Mobile learning is about being able to learn wherever and whenever you have a need or curiosity and to integrate that knowledge with other learning experiences. For being accessible from virtually anywhere, learners can engage in a more enriching, captivating and fun experience than traditional tuition. It does not occur only with cellular phones or smartphones, but also with other devices such as MP3 and MP4 players, handheld gaming devices, PDAs, ultramobile PCs and mini notebooks. Due to mobile devices’ small screen size and limited battery life, skeptics doubt that learning through a mobile device will ever become effective learning. Nevertheless, allowing students to learn and to access college or school resources using one of these devices seems to be the inevitable future of education. The progress of the information and communication technologies will ultimately lead there. From the reasons presented in this thesis, it is possible to conclude that mobile learning is definitely a trend area worthy of further research.

In the research made, solutions that had learning activities for different subjects such as mathematics, languages, art history, and even classical Chinese poetry were
presented. These are good m-Learning solutions but they are not versatile enough to accommodate other subjects besides the one they initially intended to. The application presented in this thesis, CiVUS, intends to offer support for all types of study subjects not only for students but also to occasional learners or to someone who just has a doubt or curiosity. It can be used inside or outside the classroom by the learners due to the mobility of these devices, at the time they find more suitable.

The proposed objectives, the design and implementation of a mobile learning application capable of displaying contents and collecting user feedback and the integration with the fixed platform were fully achieved.

Regarding future work perspectives, the approach may be extended making the application available to other platforms, make it a multiple-platform system. Another possibility is to adapt or migrate the system to the Windows Mobile 7 platform once it is released as a full functioning platform. Supposedly, Windows Mobile 7 will incorporate the Silverlight technology, which is a framework similar to Adobe Flash that will make the exhibition of multimedia contents much simpler and easier than it was with Windows Mobile 6. Finally, one last suggestion for a future task that could be implemented (despite not being a task specifically for the mobile platform, but it is related), would be to make the system notify the learners by SMS that a new learning module is available. This can be done today by the teacher but it could be the system to perform that task. This would make the learners know that there are new contents available, making them start the application and connect to the Internet to update the learning modules.
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